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Abstract—Robust estimators of large covariance matrices are considered, comprising regularized (linear shrinkage) modifications of Maronna’s classical M-estimators. These estimators provide robustness to outliers, while simultaneously being well-defined when the number of samples does not exceed the number of variables. By applying tools from random matrix theory, we characterize the asymptotic performance of such estimators when the numbers of samples and variables grow large together. In particular, our results show that, when outliers are absent, many estimators of the regularized-Maronna type share the same asymptotic performance, and for these estimators we present a data-driven method for choosing the asymptotically optimal regularization parameter with respect to a quadratic loss. Robustness in the presence of outliers is then studied: in the non-regularized case, a large-dimensional robustness metric is proposed, and explicitly computed for two particular types of estimators, exhibiting interesting differences depending on the underlying contamination model. The impact of outliers in regularized estimators is then studied, with remarkable differences with respect to the non-regularized case, leading to new practical insights on the choice of particular estimators.

I. INTRODUCTION

Covariance or scatter matrix estimation is a fundamental problem in statistical signal processing [1, 2], with applications ranging from wireless communications [3] to financial engineering [4] and biology [5]. Historically, the sample covariance matrix (SCM) \[ \sum_{i=1}^{N} y_i y_i^\top, \] where \( y_1, \ldots, y_n \in \mathbb{C}^N \) are zero-mean data samples, has been a particularly appealing choice among possible estimators. The SCM is known to be the maximum likelihood estimator (MLE) of the covariance matrix when the \( y_i \) are independent, identically distributed zero-mean Gaussian observations, and its simple structure makes it easy to implement. Nonetheless, the SCM is known to suffer from three major drawbacks: first, it is not resilient to outliers nor samples of impulsive nature; second, it is a poor estimate of the true covariance matrix whenever the number of samples \( n \) and the number of variables \( N \) are of similar order; lastly, it is not invertible for \( n < N \). The sensitivity to outliers is a particularly important issue in radar-related applications [6, 7], where the background noise usually follows a heavy-tailed distribution, often modelled as a complex elliptical distribution [8, 9]. In such cases, the MLE of the covariance matrix is no longer the SCM. On the other hand, data scarcity is a relevant issue in an ever-growing number of signal processing applications where \( n \) and \( N \) are generally of similar order, possibly with \( n < N \) [4, 5, 10, 11]. New improved covariance estimators are needed to account for both potential data anomalies and high-dimensional scenarios.

In order to harness the effect of outliers and thus provide a better inference of the true covariance matrix, robust estimators known as M-estimators have been designed [9, 12–14]. Their structure is non-trivial, involving matrix fixed-point equations, and their analysis challenging. Nonetheless, significant progress towards understanding these estimators has been made in large-dimensional settings [15–19], motivated by the increasing number of applications where \( N, n \) are both large and comparable. Salient messages of these works are: (i) outliers or impulsive data can be handled by these estimators, if appropriately designed (the choice of the specific form of the estimator is important to handle different types of outliers) [19]; (ii) in the absence of outliers, robust M-estimators essentially behave as the SCM and, therefore, are still subject to the data scarcity issue [16].

To alleviate the issue of scarce data, regularized versions of the SCM have originally been proposed [20, 21]. Such estimators consist of a linear combination of the SCM and a shrinkage target (often the identity matrix), which guarantees their invertibility, and often provides a large improvement in accuracy over the SCM when \( N \) and \( n \) are of the same order. Nevertheless, the regularized SCM (RSCM) inherits the sensitivity of the SCM to outliers/heavy-tailed data. To alleviate both the data scarcity issue and the sensitivity to data anomalies, regularized M-estimators have been proposed [1, 2, 15, 22]. Such estimators are similar in spirit to the RSCM, in that they consist of a combination of a robust M-estimator and a shrinkage target. However, unlike the RSCM, but similar to the estimators studied in [16, 19], these estimators are only defined implicitly as the solution to a matrix fixed-point equation, which makes their analysis particularly challenging.

In this article, we propose to study these robust regularized estimators in the double-asymptotic regime where \( N \) and \( n \) grow large together. Building upon recent works [17, 23], we will make use of random matrix theory tools to understand the yet-unknown asymptotic behavior of these estimators and subsequently to establish
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design principles aimed at choosing appropriate estimators in different scenarios. In order to do so, we will first study the behavior of these regularized M-estimators in an outlier-free scenario. In this setting, we will show that, upon optimally choosing the regularization parameter, most M-estimators perform asymptotically the same, meaning that the form of the underlying M-estimator does not impact the performance of its regularized counterpart in clean data. Second, we will investigate the effect of the introduction of outliers in the data, under different contamination models. Initial insights were obtained in [19] for non-regularized estimators, focusing on the weights given by the M-estimator to outlying and legitimate data. However, the current study, by proposing an intuitive measure of robustness, takes a more formal approach to qualify the robustness of these estimators. In particular, we will demonstrate which form of M-estimators is preferable given a certain contamination model, first in the non-regularized setting, and then for regularized estimators.

Notation: $|A|$, $||A||_F$ and $\text{Tr} A$ denote the spectral norm, the Frobenius norm and the trace of the matrix $A$, respectively. The superscript $(\cdot)^*$ stands for Hermitian transpose. Thereafter, we will use $\lambda_1(A) \leq \cdots \leq \lambda_n(A)$ to denote the ordered eigenvalues of the square matrix $A$. The statement $A > 0$ (resp. $\geq 0$) means that the symmetric matrix $A$ is positive definite (resp. positive semi-definite). The arrow $\overset{a.s.}{\rightarrow}$ designates almost sure convergence, while $\delta_x$ denotes the Dirac measure at point $x$.

II. REVIEW OF THE LARGE DIMENSIONAL BEHAVIOR OF NON-REGULARIZED M-ESTIMATORS

A. General form of non-regularized M-estimators

In the non-regularized case, robust M-estimators of covariance matrices are defined as the solution (when it exists) to the equation in $Z$ [13]

$$Z = \frac{1}{n} \sum_{i=1}^{n} u\left(\frac{1}{n} Y_i^\dagger Z^{-1} Y_i\right) Y_i Y_i^\dagger,$$  

where $Y = [y_1, \ldots, y_n] \in \mathbb{C}^{N \times n}$ represents the data matrix, and where $u$ satisfies the following properties:

- $u$ is a nonnegative, nonincreasing, bounded, and continuous function on $\mathbb{R}^+$,
- $\phi : x \mapsto xu(x)$ is increasing and bounded, with $\phi_\infty \triangleq \lim_{x \to \infty} \phi(x) > 1$.

If well-defined, the solution of (1) can be obtained via an iterative procedure (see, for example, [16, 24]). Intuitively, the $i$-th data sample is given a weight $u\left(\frac{1}{n} Y_i^\dagger Z^{-1} Y_i\right)$, which should be smaller for outlying samples than for legitimate ones. The choice of the $u$ function determines the degree of robustness of the M-estimator. As a rule of thumb, the larger $\phi_\infty$, the more robust the underlying M-estimator to potential extreme outliers [13]. However, such increased robustness is usually achieved at the expense of accuracy [9].

A related and commonly-used estimator is Tyler’s [14], which is associated with the unbounded function $u(x) = 1/x$. We remark that, for such $u$ function, the existence of a solution to (1) depends on the sample (see, e.g., [14, 22, 25]). To avoid this issue, we here focus on a wider class of estimators with bounded $u$ functions (as prescribed above). Examples of practical interest, which we study in some detail, include

$$u_{M-Tyler}(x) \triangleq K \frac{1 + t}{t + x}$$  \hspace{1cm} (2)

$$u_{M-Huber}(x) \triangleq K \min\left\{1, \frac{1 + t}{t + x}\right\},$$  \hspace{1cm} (3)

for some $t, K > 0$. For a specific $t$, $u_{M-Tyler}$ is known to be the MLE of the true covariance matrix when the $y_i$ are independent, zero-mean, multivariate Student vectors [19], whereas $u_{M-Huber}$ refers to a modified form of the so-called Huber estimator [26]. Observe that for these functions, $\phi_\infty = K (1 + t)$, such that the robustness of the associated M-estimator to extreme outliers is controlled by both $t$ and the scale factor $K$. In what follows, with a slight abuse of terminology, we will refer to these estimators as “Tyler’s” and “Huber’s” estimators, respectively.

B. Asymptotic equivalent form under outlier-free data model

Assume now the following “outlier free” data model: let $y_i$ be $N$-dimensional data samples, drawn from $y_i = C_N^{-1/2} x_i$, where $C_N \in \mathbb{C}^{N \times N}$ is deterministic and $x_1, \ldots, x_n$ are random vectors, the entries of which are independent with zero mean, unit variance and finite $(8 + \sigma)$-th order moment (for some $\sigma > 0$). With this model, we now recall the main result from [16].

**Theorem 1.** [16] Assume that $c_N \triangleq N/n \to c \in (0, 1)$ as $N, n \to \infty$. Further assume that $0 < \lim \inf_{N} \{\lambda_1(\mathbf{C}_N)\} \leq \lim \sup_{N} \{\lambda_N(\mathbf{C}_N)\} < \infty$. Then, denoting by $\hat{\mathbf{C}}_N$ a solution to (1), we have

$$\left\|\hat{\mathbf{C}}_N - \mathbf{S}_N\right\| \overset{a.s.}{\to} 0,$$

where $\mathbf{S}_N = \frac{1}{\sigma^2 n} \frac{1}{n} \sum_{i=1}^{n} y_i y_i^\dagger$

This shows that, up to a multiplying constant, regardless of the choice of $u$, Maronna’s M-estimators behave (asymptotically) like the SCM. As such, in the absence of outliers, no information is lost.

However, Theorem 1 excludes the “under-sampled” case $N \leq n$. Regularized versions of Maronna’s M-estimators have been proposed to alleviate this issue, in most cases considering regularized versions of Tyler’s estimator $(u(x) = 1/x)$ [1, 2, 15, 25], the behavior of which has been studied in [17, 18]. Recently, a regularized M-estimator which accounts for a wider class of $u$ functions has been introduced in [22], but its large-dimensional behavior remains unknown. We address this in the next section. Moreover, note that Theorem 1 does not tell us anything about the behavior of different estimators, associated with different $u$ functions, in the presence of outlying or contaminating data. While
progress to better understand the effect of outliers was recently made in [19], their study focused on non-regularized estimators. In this work, a new measure to characterize the robustness of different M-estimators will be proposed, allowing us to study both non-regularized and regularized estimators (Sections IV and V).

III. Regularized M-estimators: Large dimensional analysis and calibration

A. General form of regularized M-estimators

We consider the class of regularized M-estimators introduced in [22], and given as the unique solution to

$$Z = (1 - \rho) \frac{1}{n} \sum_{i=1}^{n} u \left( \frac{1}{\rho} y_i^T \mathbf{Z}^{-1} y_i \right) y_i y_i^T + \rho \mathbf{I}_N, \quad (4)$$

where $\rho \in (0, 1)$ is a regularization (or shrinkage) parameter, and where $\mathbf{I}_N$ denotes the identity matrix. The introduction of a regularization parameter allows for a solution to exist when $N > n$. The structure of (4) strongly resembles that of the RSCM, defined as

$$\mathbf{R}(\beta) \triangleq (1 - \beta) \frac{1}{n} \sum_{i=1}^{n} y_i y_i^T + \beta \mathbf{I}_N, \quad (5)$$

where $\beta \in [0, 1]$, also referred to as linear shrinkage estimator [27], linear combination estimator [28], diagonal loading [21], or ridge regression [29]. Regularized M-estimators are robust versions of the RSCM.

B. Asymptotic equivalent form under outlier-free data model

Based on recent random matrix theory results, we now characterize the asymptotic behavior of these M-estimators. Under the same data model as that of Section II, we answer the basic question of whether (and to what extent) different regularized estimators, associated with different $u$ functions, are asymptotically equivalent. We need the following assumption on the growth regime and the underlying covariance matrix $\mathbf{C}_N$:

**Assumption 1.**

a. $c_N \triangleq N/n \rightarrow c \in (0, \infty)$ as $N, n \rightarrow \infty$.

b. $\limsup_{N} \left\{ \lambda_N \left( \mathbf{C}_N \right) \right\} < \infty$.

c. $\nu_n \triangleq \frac{1}{N} \sum_{i=1}^{n} \delta_{\lambda_i(\mathbf{C}_N)}$ satisfies $\nu_n \rightarrow \nu$ weakly with $\nu \neq \delta_0$ almost everywhere.

Assumption 1 slightly differs from the assumptions of Theorem 1. In particular, the introduction of a regularization parameter now allows $c \geq 1$. Likewise, $\mathbf{C}_N$ is now only required to be positive semidefinite.

For each $\rho \in (0, 1]$, we denote by $\hat{C}_N(\rho)$ the unique solution to (4). We first characterize its behavior in the large $n, N$ regime. To this end, we need the following assumption:

**Assumption 2.** $\phi_{\infty} = \lim_{x \rightarrow \infty} \phi(x) < \frac{1}{c}$.

We now introduce an additional function, which will be useful in characterizing a matrix equivalent to $\hat{C}_N(\rho)$.

**Definition.** Let Assumption 2 hold. Define $v : [0, \infty) \rightarrow [u(0), 0)$ as $v(x) = u(g^{-1}(x))$ where $g^{-1}$ denotes the inverse function of $g(x) = \frac{x}{1 - (1 - \rho)\phi(x)}$, which maps $[0, \infty)$ onto $(0, \infty)$.

The function $v$ is continuous, non-increasing and onto. We remark that Assumption 2 guarantees that $g$ (and thus $v$) is properly defined. Note that, importantly, $\phi_{\infty}$ does not have to be lower bounded by 1, as opposed to the non-regularized setting. With this in hand, we have the following theorem:

**Theorem 2.** Define $\mathcal{I}$ a compact set included in $(0, 1]$. Let $\mathbf{C}_N(\rho)$ be the unique solution to (4). Then, as $N, n \rightarrow \infty$, under Assumptions 1-2,

$$\sup_{\rho \in \mathcal{I}} \left\| \hat{C}_N(\rho) - \hat{S}_N(\rho) \right\| \xrightarrow{a.s.} 0,$$

where

$$\hat{S}_N(\rho) \triangleq (1 - \rho) v(\gamma) \frac{1}{n} \sum_{i=1}^{n} y_i y_i^T + \rho \mathbf{I}_N,$$

with $\gamma$ the unique positive solution to the equation

$$\gamma = \frac{1}{N} \text{Tr} \left[ \mathbf{C}_N \left( (1 - \rho) \gamma + (1 - (1 - \rho)\phi(\gamma)) \mathbf{C}_N + \rho \mathbf{I}_N \right)^{-1} \right]. \quad (6)$$

Furthermore, the function $\rho \mapsto g(\rho)$ is bounded, continuous on $(0, \infty]$ and greater than zero.

The proof of Theorem 2 (as well as that of the other technical results in this section) is provided in Appendix A.

**Remark 1.** The uniform convergence in Theorem 2 will be important for finding the optimal regularization parameter of a given estimator. As a matter of fact, the set $\mathcal{I}$ required to establish such uniform convergence, can be taken as $[0, 1]$ in the over-sampled case (provided that $\liminf_N \left\{ \lambda_1 \left( \mathbf{C}_N \right) \right\} > 0$).

Theorem 2 shows that, for every $u$ function, the estimator $\hat{C}_N(\rho)$ asymptotically behaves (uniformly on $\rho \in \mathcal{I}$) like the RSCM, with weights $\{ (1 - \rho) v(\gamma), \rho \}$ in lieu of the parameters $\{ 1 - \beta, \beta \}$ in (5). Importantly, the relative weight given to the SCM depends on the underlying $u$ function, which entails that, for a fixed $\rho$, two different estimators may have different asymptotic behaviors. However, while this is indeed the case, in the following it will be shown that, upon properly choosing the regularization parameter, all regularized M-estimators share the same, optimal asymptotic performance, at least with respect to a quadratic loss.

C. Optimized regularization and asymptotic equivalence of different regularized M-estimators

First, we will demonstrate that any trace-normalized regularized M-estimator is in fact asymptotically equivalent to the RSCM, up to a simple transformation of the regularization parameter. The result is as follows:

1Assumption 2 could in fact be relaxed by considering instead the inequality $(1 - \rho)\phi_{\infty} < 1/c$, which therefore enforces a constraint on the choice of both the $u$ function (through $\phi_{\infty}$) and the regularization parameter $\rho$. The proof of Theorem 2 (provided in Appendix) considers this more general case. Nevertheless, for simplicity of exposition, we will avoid this technical aspect in the core of the paper.
Proposition 1. Let Assumptions 1-2 hold. For each \( \rho \in (0,1] \), the parameter \( \hat{\rho} \in (0,1] \) defined as
\[
\hat{\rho} = \frac{\rho}{(1-\rho)v(\gamma) + \rho}
\]  
\end{equation}
is such that
\[
\hat{S}_N(\rho) \equiv \frac{R(\hat{\rho})}{\frac{1}{N} \text{Tr} \hat{S}_N(\rho)} = \frac{R(\hat{\rho})}{\frac{1}{N} \text{Tr} \hat{R}(\hat{\rho})},
\]  
\end{equation}
where we recall that \( R(\rho) = (1-\rho)^\frac{1}{2} \sum_{i=1}^n y_i y_i^\dagger + \rho I_N \).

Reciprocally, for each \( \rho \in (0,1] \), there exists a solution \( \rho \in (0,1] \) to the equation \( (7) \) for which equality \( (8) \) holds.

Proposition 1 implies that, in the absence of outliers, any (trace-normalized) estimator \( \hat{S}_N(\rho) \) is equal to a trace-normalized RSCM estimator with a regularization parameter \( \rho \) depending on \( \rho \) and on the underlying \( u \) function (through \( v \)). From Theorem 2, it then follows that the estimator \( C_N(\rho) \) asymptotically behaves like the RSCM estimator with parameter \( \hat{\rho} \).

Thanks to Proposition 1, we may thus look for optimal asymptotic choices of \( \rho \). Given an estimator \( \hat{B}_N \) of \( C_N \), define the quadratic loss of the associated trace-normalized estimator as:
\[
\mathcal{L} \left( \frac{\hat{B}_N}{\frac{1}{N} \text{Tr} \hat{B}_N}, \frac{C_N}{\frac{1}{N} \text{Tr} C_N} \right) = \frac{1}{N} \left| \frac{\hat{B}_N}{\frac{1}{N} \text{Tr} \hat{B}_N} - \frac{C_N}{\frac{1}{N} \text{Tr} C_N} \right|^2.
\]

We then have the following proposition:

Proposition 2. (Optimal regularization)
Let Assumptions 1 and 2 hold. Define
\[
\mathcal{L}^* \triangleq c \cdot \frac{M_2 - 1}{c + M_2 - 1} M_1^2
\]
\[
\hat{\rho}^* \triangleq \frac{c}{c + M_2 - 1},
\]
where \( M_1 \triangleq \int t \nu(dt) \) and \( M_2 \triangleq \int t^2 \nu(dt) \). Then,
\[
\inf_{\rho \in \mathcal{I}} \mathcal{L} \left( \frac{\hat{C}_N(\rho)}{\frac{1}{N} \text{Tr} \hat{C}_N(\rho)}, \frac{C_N}{\frac{1}{N} \text{Tr} C_N} \right) \xrightarrow{a.s.} \mathcal{L}^*.
\]

Furthermore, for \( \hat{\rho}^* \) a solution to \( \frac{\hat{\rho}^*}{(1-\hat{\rho}^*)v(\gamma) + \hat{\rho}^*} = \hat{\rho}^* \),
\[
\mathcal{L} \left( \frac{\hat{C}_N(\hat{\rho}^*)}{\frac{1}{N} \text{Tr} \hat{C}_N(\hat{\rho}^*)}, \frac{C_N}{\frac{1}{N} \text{Tr} C_N} \right) \xrightarrow{a.s.} \mathcal{L}^*.
\]

(Optimal regularization parameter estimate)

The solution \( \hat{\rho}_N \in \mathcal{I} \)
\[
\frac{1}{\frac{1}{N} \text{Tr} C_N(\hat{\rho}_N)} = \frac{c}{\frac{1}{N} \text{Tr} \left[ \left( \frac{1}{n} \sum_{i=1}^n \frac{y_i y_i^\dagger}{\|y_i\|^2} \right)^2 \right] - 1},
\]
satisfies
\[
\mathcal{L} \left( \frac{\hat{C}_N(\hat{\rho}_N)}{\frac{1}{N} \text{Tr} \hat{C}_N(\hat{\rho}_N)}, \frac{C_N}{\frac{1}{N} \text{Tr} C_N} \right) \xrightarrow{a.s.} \mathcal{L}^*.
\]

Proposition 2 states that, irrespective of the choice of \( u \), there exists some \( \rho \) for which the quadratic loss of the corresponding regularized M-estimator is minimal, this minimum being the same as the minimum achieved by an optimally-regularized RSCM. The last result of Proposition 2 provides a simple way to estimate this optimal parameter.

In the following, we validate these theoretical findings through simulation. Let \( |C_N|_{ij} = .9^{(|i-j|)} \), and consider the \( u \) functions specified in (2) and (3), with \( K = 1/c_N \) and \( t = 0.1 \). For \( \rho \in (0,1] \), Fig. 1 depicts the expected quadratic loss \( \mathcal{L} \) associated with the solution \( C_N(\rho) \) of (4) and that associated with the RSCM (line curves), along with the expected quadratic loss associated with the random equivalent \( \hat{S}_N(\rho) \) of Tyler’s and Huber’s estimators (marker).

For both \( u \) functions and all \( \rho \in (0,1] \), there is a close match between the quadratic loss of \( C_N(\rho) \) and that of \( \hat{S}_N(\rho) \). This shows the accuracy of the (asymptotic) equivalence of \( C_N(\rho) \) and \( \hat{S}_N(\rho) \) described in Theorem 2. As suggested by our analysis, while the estimators associated with different \( u \) functions have different performances for a given \( \rho \), they have the same performance when \( \rho \) is optimized, with a quadratic loss approaching \( \mathcal{L}^* \) for \( N \) large. Furthermore, the optimal regularization parameter for a given \( u \) function is accurately estimated, as shown by the arrows in Fig. 1.

IV. LARGE-DIMENSIONAL ROBUSTNESS:

Non-regularized case

In this section, we turn to the case where the data is contaminated by random outliers and study the robustness of M-estimators for distinct \( u \) functions. Some initial insight has been previously provided in [19] for the non-regularized case. Specifically, that study focused on the comparison of the weights given by the estimator to outlying and legitimate samples. Albeit insightful, the analysis in [19]...
did not directly assess robustness, understood as the impact of outliers on the estimator’s performance. Here, we propose a different approach to analyze robustness, by introducing and evaluating a robustness metric which measures the bias induced by data contamination.

We start by studying non-regularized estimators (thereby excluding the case $c_N \geq 1$), which are technically easier to handle. This will provide insight on the capabilities of different M-estimators to harness outlying samples. Then, in the following section, we will investigate how this study translates to the regularized case. The proofs of the technical results in this section are provided in Appendix B.

### A. Asymptotic equivalent form under outlier data model

We focus on a particular type of contamination model where outlying samples follow a distribution different from that of the legitimate samples. Similar to [19], the data matrix $Y = [Y_1, \ldots, Y_{(1-\epsilon_n)n}]$, $a_1, \ldots, a_{\epsilon_n n} \in \mathbb{C}^N$ is constructed with the first $(1-\epsilon_n)n$ data samples $(Y_1, \ldots, Y_{(1-\epsilon_n)n})$ being the legitimate data, and following the same distribution as in Sections II and III (that is, they verify $Y_\epsilon = \mathbb{C}_N^{1/2} x_i$). The remaining $\epsilon_n n$ “contaminating” data samples $(a_1, \ldots, a_{\epsilon_n n})$ are assumed to be random, independent of the $y_i$, with $a_i = D_N^{1/2} x_i$, where $D_N \in \mathbb{C}^{N \times N}$ is deterministic positive definite and $x_1, \ldots, x_{\epsilon_n n}$ are independent random vectors with i.i.d. zero mean, unit variance, and finite $(8 + \eta)$-th order moment entries, for some $\eta > 0$.

To characterize the asymptotic behavior of M-estimators for this data model, we require the following assumptions on the growth regime and on the underlying covariance matrices $C_N$ and $D_N$:

**Assumption 3.**

a. $\epsilon_n \rightarrow \epsilon \in [0, 1)$ and $c_N \rightarrow c \in (0, 1)$ as $N, n \rightarrow \infty$.

b. $0 < \lim \inf \{\lambda_1(C_N)\} \leq \lim \sup \{\lambda_N(C_N)\} < \infty$.

c. $\lim \sup N \left\| D_N C_N^{-1} \right\| < \infty$.

Let us consider a function $u$ with now $1 < \phi < 1/n$. For such a $u$ function, the equation in $Z$

$$Z = \frac{1}{n} \sum_{i=1}^{(1-\epsilon_n)n} \left( u \left( \frac{1}{N} y_i^\dagger Z^{-1} y_i \right) y_i y_i^\dagger + \frac{\epsilon_n}{n} \sum_{i=1}^{\epsilon_n n} u \left( \frac{1}{N} a_i y_i a_i^\dagger \right) a_i a_i^\dagger \right)$$

has a unique solution [13], hereafter referred to as $\hat{C}_N^{\epsilon_n}$.

In this setting, we have the following result:

**Theorem 3.** Let Assumption 3 hold and let $\hat{C}_N^{\epsilon_n}$ be the unique solution to (9). Then, as $N, n \rightarrow \infty$, $\left\| \hat{C}_N^{\epsilon_n} - \hat{S}_N^{\epsilon_n} \right\| \stackrel{a.s.}{\rightarrow} 0$

where

$$\hat{S}_N^{\epsilon_n} \triangleq v(\gamma^{\epsilon_n}) \frac{1}{n} \sum_{i=1}^{(1-\epsilon_n)n} y_i y_i^\dagger + v(\alpha^{\epsilon_n}) \frac{\epsilon_n n}{n} \sum_{i=1}^{\epsilon_n n} a_i a_i^\dagger,$$

with $\gamma^{\epsilon_n}$ and $\alpha^{\epsilon_n}$ the unique positive solutions to:

$$\gamma^{\epsilon_n} = \frac{1}{n} \text{Tr} C_N B_N^{-1}$$

$$\alpha^{\epsilon_n} = \frac{1}{n} \text{Tr} D_N B_N^{-1},$$

with

$$B_N \triangleq \left( \frac{(1-\epsilon_n) v(\gamma^{\epsilon_n})}{1 + c v(\gamma^{\epsilon_n})} C_N + \frac{\epsilon_n v(\alpha^{\epsilon_n})}{1 + c v(\alpha^{\epsilon_n})} D_N \right).$$

Theorem 3 shows that $\hat{C}_N^{\epsilon_n}$ behaves similar to a weighted SCM, with the legitimate samples weighted by $v(\gamma^{\epsilon_n})$, and the outlying samples by $v(\alpha^{\epsilon_n})$. This result generalizes [19, Corollary 3] to allow for $\epsilon \in (0, 1)$, without the constraint $(1-\epsilon^{-1}) < \phi < 1/2$ (along with $c < 1 - \epsilon$).

A scenario which will be of particular interest in the following concerns the case where there is a vanishingly small proportion of outliers. This occurs when $\epsilon_n = O(1/n^\mu)$ for some $0 < \mu \leq 1$, in which case $c_N \rightarrow \epsilon = 0$. For this scenario, the weights given to the legitimate and outlying data are

$$\gamma^0 \triangleq \lim_{n \rightarrow \infty} \gamma^{\epsilon_n} = \frac{\phi^{-1}(1)}{1 - c}$$

$$\alpha^0 \triangleq \lim_{n \rightarrow \infty} \alpha^{\epsilon_n} = \gamma^0 \frac{1}{n} \text{Tr}(C_N^{-1} D_N),$$

respectively.

In the following, we exploit the form of $\hat{S}_N^{\epsilon_n}$ to characterize the effect of random outliers on the estimator $\hat{C}_N^{\epsilon_n}$.

### B. Robustness analysis

Let $\hat{C}_N^{\epsilon_n}$ be the solution to (1), and $\hat{C}_N^{\epsilon_n}$ the solution to (9). We propose the following metric, termed measure of influence, to assess the robustness of a given estimator to an $\epsilon$-contamination of the data:

**Definition 1.** For $\epsilon_n \rightarrow \epsilon \in [0, 1)$, the measure of influence $\text{MI}(\epsilon_n)$ is given by

$$\text{MI}(\epsilon_n) \triangleq \left\| \mathbb{E} \left[ \frac{\hat{C}_N^{\epsilon_n}}{\frac{1}{n} \text{Tr} C_N} - \frac{\hat{C}_N^{\epsilon_n}}{\frac{1}{n} \text{Tr} C_N} \right] \right\|. $$

For simplicity, we assume hereafter that $\frac{1}{n} \text{Tr} C_N = \frac{1}{n} \text{Tr} D_N = 1$ for all $N$. From Theorems 1 and 3, we have the following:

**Corollary 1.** As $N, n \rightarrow \infty$,

$$\text{MI}(\epsilon_n) - \overline{\text{MI}}(\epsilon_n) \rightarrow 0,$$

where

$$\overline{\text{MI}}(\epsilon_n) = \frac{\epsilon_n v(\alpha^{\epsilon_n})}{(1 - \epsilon_n) v(\gamma^{\epsilon_n}) + \epsilon_n v(\alpha^{\epsilon_n})} \| C_N - D_N \|.$$  

(12)

Note that $\lim_{\epsilon_n \rightarrow 0} \overline{\text{MI}}(\epsilon_n) = \overline{\text{MI}}(0) = 0$, as expected. The result (12) shows that $\overline{\text{MI}}$ is globally influenced by $\| C_N - D_N \|$, which is also an intuitive result, since it
s suggests that the more “different” $D_N$ is from $C_N$, the higher the influence of the outliers on the estimator. To get clearer insight on the effect of a small proportion of outliers, assuming $\epsilon_n = O(1/n^\mu)$ for some $0 < \mu \leq 1$, we compute

$$\mathbb{I}(\epsilon) \triangleq \lim_{n \to \infty} \frac{1}{\epsilon_n} \mathbb{I}(\epsilon_n),$$

(13)

which we will refer to as the infinitesimal measure of influence (IMI).

From (12) and (13),

$$\mathbb{I}(\epsilon) = \frac{v(\alpha^0)}{v(\gamma^0)} \|C_N - D_N\|,$$

(14)

with $\gamma^0$, $\alpha^0$ given in (10) and (11), respectively.

For particular $u$ functions, these general results reduce to even simpler forms: for example, for $u$ functions such that $\phi^{-1}(1) = 1$ (such as $u_{M\text{-Tyler}} = \frac{1}{1 + \epsilon x}$ or $u_{M\text{-Huber}} = \min(1, \frac{1}{1 + \epsilon x})$), which entails $v(\gamma^0) = 1$, (14) further yields

$$\mathbb{I}(\epsilon) = \frac{1}{1 - c} \|C_N - D_N\|.$$  

Further, considering $t$ small, the IMI associated with $u_{M\text{-Tyler}}$ and $u_{M\text{-Huber}}$ can be approximated as

$$\mathbb{I}_{M\text{-Tyler}} \simeq \frac{1 + t}{t + \frac{1}{n} \text{Tr} C_N^{-1} D_N} \|C_N - D_N\|$$

(15)

and

$$\mathbb{I}_{M\text{-Huber}} \simeq \left\{ \begin{array}{ll} \|C_N - D_N\| & \text{if} \quad \frac{1}{n} \text{Tr} C_N^{-1} D_N \leq 1 \\ \mathbb{I}_{M\text{-Tyler}} & \text{if} \quad \frac{1}{n} \text{Tr} C_N^{-1} D_N > 1 \end{array} \right.$$ 

(16)

Hence, when $\frac{1}{n} \text{Tr} C_N^{-1} D_N \leq 1$, $\mathbb{I}_{M\text{-Tyler}} \leq \mathbb{I}_{M\text{-Huber}}$, which shows that the influence of an infinitesimal fraction of outliers is higher for Tyler’s estimator than for Huber’s. In contrast, when $\frac{1}{n} \text{Tr} C_N^{-1} D_N > 1$, both Huber’s and Tyler’s estimators exhibit the same IMI.

For comparison, the measure of influence of the SCM can be written as

$$\mathbb{I}_{SCM}(\epsilon_n) = \epsilon_n \|C_N - D_N\|,$$

which is linear in $\epsilon_n$. It follows immediately that

$$\mathbb{I}_{SCM} = \|C_N - D_N\|$$

(17)

The fact that $\mathbb{I}_{SCM}$ is bounded may seem surprising, since it is known that a single arbitrary outlier can arbitrarily bias the SCM [30], however we recall that the current model focuses on a particular random outlier scenario. From (12), the SCM is more affected than given M-estimators by the introduction of outliers if and only if

$$\mathbb{I}(\epsilon_n) \leq \mathbb{I}_{SCM}(\epsilon_n) \iff v(\alpha^\infty) \leq v(\gamma^\infty).$$

This further legitimizes the study in [19], which focused on these weights to assess the robustness of a given M-estimator. However, in the regularized case it will be shown that the relationship between the relative weights and robustness is more complex (see Subsection V-B).

Fig. 2 depicts the measure of influence $\mathbb{I}(\epsilon_n)$ for different $u$ functions, as the proportion $\epsilon_n$ of outlying samples increases. For every $u$ function ($u_{M\text{-Tyler}}$ or $u_{M\text{-Huber}}$), we take $t = 0.1$. In addition, we show the measure of influence of the SCM, as well as the linear approximation $\mathbb{I}(\epsilon_n) \rightarrow \epsilon_n \mathbb{I}(\epsilon)$ (computed using (15), (16) and (17)) of the measure of influence in the neighborhood of $\epsilon = 0$. We first set $\|C_N\|_{ij} = 9^{-2|j|}$ and $\|D_N\|_{ij} = 2^{2|j|}$ (such that $\frac{1}{n} \text{Tr} C_N^{-1} D_N > 1$), and then swap the roles of $C_N$ and $D_N$ (such that $\frac{1}{n} \text{Tr} C_N^{-1} D_N < 1$).

In the case where $\frac{1}{n} \text{Tr} C_N^{-1} D_N > 1$, Fig. 2 confirms that the measure of influence of both Tyler’s and Huber’s estimators is lower than that of the SCM, as corroborated by the fact that $\mathbb{I}_{M\text{-Tyler}}, \mathbb{I}_{M\text{-Huber}} < \|C_N - D_N\| = \mathbb{I}_{SCM}$ (see (15), (16)). This shows that in the case where $C_N$ is more “structured” than $D_N$, the considered M-estimators are more robust to the introduction of outliers than the SCM. Furthermore, both Tyler’s and Huber’s estimators exhibit the same robustness for small $\epsilon_n$. However, in the opposite case where $\frac{1}{n} \text{Tr} C_N^{-1} D_N < 1$, Tyler’s estimator is much less robust than both Huber’s estimator and the SCM, which are both equally robust (for small $\epsilon_n$). Since both $C_N$ and $D_N$ are unknown in practice, it suggests that choosing Huber’s estimator is preferable over Tyler’s.

V. LARGE DIMENSIONAL ROBUSTNESS: REGULARIZED CASE

We now turn to the regularized case, which, in particular, allows $c \geq 1$. The proofs of the technical results in this section are provided in Appendix C.

A. Asymptotic equivalent form under outlier data model

To facilitate the robustness study of regularized M-estimators, we start by analyzing the large-dimensional behavior of these estimators in the presence of outliers. For $\rho \in \mathcal{R} = (\rho_0, 1]$, where $\rho_0 = \max \{0, 1 - \frac{1}{c^{\kappa}}\}$, we define the regularized estimator $\hat{C}_N(\rho)$ associated with the function $u$ as the unique solution to the equation in $Z$:

$$Z = (1 - \rho)\frac{1}{n} \sum_{i=1}^{n} u \left( \frac{1}{N} y_i^T Z^{-1} y_i \right) y_i y_i^T + (1 - \rho) \frac{1}{n} \sum_{i=1}^{n} \left( \frac{1}{N} a_i^T Z^{-1} a_i \right) a_i a_i^T + \rho I_N.$$ 

(18)

Remark 2. If we assume that $\phi_\infty < \frac{1}{c}$, then the range of admissible $\rho$ is $\mathcal{R} = (0, 1]$. Furthermore, if $c < 1$, we can in fact take $\mathcal{R} = [0, 1]$. In the following, we assume that $\phi_\infty < \frac{1}{c}$. Note that, similar to the outlier-free scenario, the introduction of a regularization parameter allows us to relax the assumption of $\phi_\infty > 1$.

Theorem 4. Assume the same contaminated data model as in Theorem 3. Let Assumptions 1-2 hold and let $\hat{C}_N(\rho)$ be the unique solution to (18). Then, as $N, n \to \infty$, for all $\rho \in \mathcal{R}$,

$$\|\hat{C}_N(\rho) - S_N^\infty(\rho)\| \xrightarrow{a.s.} 0$$

(19)
where

\[ \hat{S}_N^\alpha (\rho) \triangleq (1 - \rho)v(\gamma^\alpha n) - \frac{1}{n} \sum_{i=1}^{(1-\epsilon)n} y_i y_i^T + (1 - \rho)v(\alpha^\epsilon n) - \frac{1}{n} \sum_{i=1}^{\epsilon n} a_i a_i^T + \rho I_N, \]

with \( \gamma^\epsilon n \) and \( \alpha^\epsilon n \) the unique positive solutions to:

\[ \gamma^\epsilon n = \frac{1}{N} \text{Tr} C_N B_N^{-1} \]
\[ \alpha^\epsilon n = \frac{1}{N} \text{Tr} D_N B_N^{-1}, \quad (19) \]

with

\[ B_N \triangleq (1 - \rho) \frac{(1 - \epsilon_n) v(\gamma^\epsilon n)}{1 + (1 - \rho) v(\gamma^\epsilon n) \gamma^\epsilon n} C_N \]
\[ + (1 - \rho) \frac{\epsilon_n v(\alpha^\epsilon n)}{1 + (1 - \rho) v(\alpha^\epsilon n) \alpha^\epsilon n} D_N + \rho I_N. \]

**Remark 3.** In the case \( \epsilon_n = 0 \) (no outliers), Theorem 4 reduces to Theorem 2, while in the case \( \rho = 0 \) (if \( c < 1 \)), it reduces to Theorem 3.

**B. Robustness analysis**

Similar to the non-regularized case, we next make use of \( \hat{S}_N^\alpha (\rho) \) to study the robustness of \( \hat{C}_N^\alpha (\rho) \). Importantly, introducing a regularization parameter entails an additional variable to consider when studying the robustness of M-estimators.

We denote by \( \hat{C}_N^\alpha (\rho) \) the solution to (18) for a given \( \rho \in \mathcal{R} \) when there are no outliers. Similar to the non-regularized case, we define

\[ \text{MI}(\rho, \epsilon_n) \triangleq \left\| \frac{1}{N} \text{Tr} \hat{C}_N^\alpha (\rho) - \frac{1}{N} \text{Tr} \hat{C}_N^{\alpha n} (\rho) \right\|. \]

By Theorem 4, we have the following corollary:

**Corollary 2.** Let the same assumptions as in Theorem 4 hold. Then,

\[ \forall \rho \in \mathcal{R}, \quad \text{MI}(\rho, \epsilon_n) - \text{MI}(\rho, \epsilon_n) \to 0, \]

with

\[ \text{MI}(\rho, \epsilon_n) = \left\| \frac{U(\epsilon_n, \rho)}{\sqrt{V(\epsilon_n, \rho)}} \right\|. \]

with \( U(\epsilon_n, \rho), V(\epsilon_n, \rho) \) defined as

\[ U(\epsilon_n, \rho) = \rho(1 - \rho)((1 - \epsilon_n) v(\gamma^\epsilon n) - v(\gamma^0)) (C_N - I_N) \]
\[ + \rho(1 - \rho) v(\alpha^\epsilon n) (D_N - I_N) \]
\[ + (1 - \rho)^2 \epsilon_n v(\alpha^\epsilon n) + \rho((1 - \rho) v(\gamma^0) + \rho). \]

Unlike in the non-regularized case, the form of \( \overline{\text{MI}}(\rho, \epsilon_n) \) renders the analysis difficult in general. For the specific case \( \rho = 1 \) however, \( \overline{\text{MI}}(1, \epsilon_n) = 0 \) for all \( \epsilon_n \). This is intuitive, and reflects the fact that the more we regularize an estimator, the more robust it becomes (eventually, it boils down to taking \( C_N = I_N \)). This extreme regularization, however, leads to a significant bias, and is therefore not desirable.

In the following, we focus on the infinitesimal measure of influence associated with \( \text{MI}(\rho, \epsilon_n) \), which is defined in a similar way as for the non-regularized case: assume \( \epsilon_n = O(1/n^\mu) \) for some \( 0 < \mu \leq 1 \) (\( \epsilon_n \to \epsilon = 0 \)). Then, for \( v \) smooth enough\(^2\), and \( \rho \in \mathcal{R} \),

\[ \overline{\text{MI}}(\rho) \triangleq \lim_{n \to \infty} \frac{1}{\epsilon_n} \text{MI}(\rho, \epsilon_n). \]

Corollary 2 allows us to compute \( \overline{\text{MI}}(\rho) \) explicitly in the particular case where \( \frac{1}{N} \text{Tr} C_N = \frac{1}{N} \text{Tr} D_N = 1 \) for all \( N \). This is given as follows:

**Corollary 3.** Let the same assumptions as in Theorem 4 hold. If \( \gamma \mapsto v(\gamma) \) is differentiable in the neighborhood of

\(^2\)Precise details are provided in Appendix C4.
\( \gamma^0 = \lim_{n \to \infty} \gamma^n \),
\[
\overline{\text{IMI}}(\rho) = \frac{1}{((1-\rho)v(\gamma^0) + \rho)\bar{2}} \|G(\rho)\|,
\]
where
\[
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\alpha^0 \triangleq \lim_{n \to \infty} \alpha^{\epsilon_n} = \frac{1}{N} \text{Tr} D_N \left( \frac{(1 - \rho) v(\gamma^0)}{1 + (1-\rho)c^0 v(\gamma^0)} C_N + \rho I_N \right)^{-1}.
\]

Details on how to evaluate \( \frac{dv}{dc_n} \bigg|_{c_n=0} \) are given in Appendix C4.

While the intricate expression \( G(\rho) \) does not yield simple analytical insight for an arbitrary regularization parameter \( \rho \in \mathcal{R} \), it can still be leveraged to numerically assess the robustness of regularized estimators, as we show below. As a given \( \rho \) plays an a priori different role for distinct M-estimators, a direct comparison of \( \overline{\text{MI}}(\rho, \epsilon_n) \) or \( \overline{\text{IMI}}(\rho) \) (for fixed \( \rho \)) for different estimators is not meaningful. However, using Proposition 2, we can choose \( \rho = \rho^* \) such that, in the absence of outliers, a given estimator’s quadratic loss is minimal. This allows us to meaningfully compare how robust these estimators are to a small proportion of outliers.

For our subsequent numerical studies, we will focus on the scenario where \( C_N \) is more structured than \( D_N \). In the alternative case (\( D_N \) more structured than \( C_N \)), the differences between Huber, Tyler, and the RSCM are marginal (at least for small \( \epsilon \)). In Fig. 3, we compute the measure of influence \( \overline{\text{IMI}}(\rho^*, \epsilon_n) \) of the RSCM and of the estimators associated with \( u_{\text{M-Tyler}} \) and \( u_{\text{M-Huber}} \) (with \( K = 1/c_N \)), as \( \epsilon_n \) increases. We also plot the linear approximation \( \epsilon_n \mapsto \epsilon_n \overline{\text{IMI}}(\rho^*) \) (computed using (15), (16) and (17)) of \( \overline{\text{MI}} \) in the neighborhood of \( \epsilon_n = 0 \). We observe that the MI of Tyler’s estimator is lower than that of Huber’s estimator. This differs from the non-regularized case, where Tyler’s and Huber’s IMI were shown to be the same. This suggests that “less-correlated” outlying samples have a greater negative impact on regularized Huber’s estimator, as compared with Tyler’s estimator. It also appears that \( \epsilon_n \overline{\text{IMI}}(\rho^*) \) is a fairly good approximation of \( \overline{\text{MI}}(\rho^*, \epsilon_n) \) for small \( \epsilon_n \), which shows the interest of Corollary 3.

So far, we have only considered two possible values of \( c_N \): \( c_N = 1/4 \) (non-regularized case, Fig. 2) and \( c_N = 3/2 \) (regularized case, Fig. 3). To connect our results in the regularized and non-regularized scenarios, we now evaluate \( \overline{\text{IMI}}(\rho^*) \) for various \( c_N \). Such experiment shall shed light on the effect of the aspect ratio \( c_N \) on the robustness of different estimators. We consider again \( u_{\text{M-Tyler}} \) and \( u_{\text{M-Huber}} \), but now with \( K = \min\{1, \frac{1}{c_N}\} \), such that Assumption 2 is verified; note that for \( c_N \leq 1 \), we retrieve the setting of\( \gamma^0 = \lim_{n \to \infty} \gamma^n \),
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VI. DISCUSSION AND CONCLUDING REMARKS

In summary, we have shown that, in the absence of outliers, regularized M-estimators are asymptotically equivalent RSCM estimators and that, when optimally regularized, they all attain the same performance as the optimal RSCM, at least with respect to the quadratic loss. We proposed an intuitive metric to assess the robustness of different estimators when random outliers are introduced. In particular, it was shown in the non-regularized case that Huber’s estimator is generally preferable over Tyler’s, while, in the regularized case, the opposite is true.

The comparatively different behaviour in regularized and non-regularized settings evidences the substantial (and non trivial) effect of regularization on the robustness of M-estimators. This point is further emphasized in Fig. 5, where we plot IMI(\(\rho\)) for \(\rho \in (0, 1]\). Interestingly, the IMI of Tyler’s estimator is somewhat less sensitive in \(\rho\) than that of Huber’s estimator or that of the RSCM (at least in the region where \(\rho \approx \rho^*\), indicated by arrows). This suggests that, in the presence of outliers, a small variation in the estimation of the optimal regularization parameter can have a different impact on the robustness of different estimators. Therefore, properly choosing the regularization parameter is crucial, both in terms of performance and robustness. These observations call for the need of a careful estimation of this optimal regularization parameter in the presence of outliers.

Another important problem relates to the fact that, while the proposed (clean-data-optimal) choice of regularization parameter proves to be a practical solution for a vanishing proportion of outliers, this choice would become more suboptimal under a more substantial non-vanishing proportion of outliers. In such scenarios, and in particular if some a-priori knowledge on the outliers could be exploited, different choices of regularization and/or estimators would be advisable. These problems will be investigated in future work.

APPENDIX

A. Proofs of results in Section III

1) Theorem 2: We will first start by proving the existence of \(\hat{S}_N(\rho)\), before turning to the continuity of \(\rho \mapsto \gamma(\rho)\). Finally, we will show the uniform convergence of the spectral norm of \(C_N(\rho) - \hat{S}_N(\rho)\). The structure of the proof mirrors that of [17, Theorem 1], but non-trivial modifications are necessary to generalize the result to the wider class of \(u\) functions considered in this work. In particular, we have to make extensive use of the properties of the function \(v = u(g^{-1}(x))\), where we recall that \(g(x) = \frac{1}{1-(1-\rho)c_1(x)}\).

Let us first prove the existence and uniqueness of \(\hat{S}_N(\rho)\). Notice that \(\hat{\gamma}\) (as defined in (6)) can be rewritten as the solution to the fixed-point equation

\[
\int_0^t (1-\rho)\phi(g^{-1}(\gamma)) + \rho \gamma (dt) = 1.
\]

Notice that the left-hand side of (21) is a decreasing function of \(\gamma\) (recall that \(\phi\) is a increasing function and that \(\rho > 0\)). Furthermore, it has limits \(\infty\) as \(\gamma \to 0\) (since \(\phi(g^{-1}(0)) = 0\) and \(\nu \neq \delta_0\) a.e.) and zero as \(\gamma \to \infty\). This proves the existence and uniqueness of \(\gamma\), from which the existence and uniqueness of \(\hat{S}_N(\rho)\) unfold.

Now, let us turn to the continuity of \(\rho \mapsto \gamma(\rho)\). Consider a given compact set \(I \subset \mathbb{R}\), where \(\mathbb{I}\) is the set of compact sets included in \((0, 1]\). Take \(\rho_1, \rho_2 \in I\) and \(\gamma_1 = \gamma(\rho_1), \gamma_2 = \gamma(\rho_2)\). We can then write

\[
\int_0^t (1-\rho)\phi(g^{-1}(\gamma)) + \rho \gamma (dt) - \int_0^t (1-\rho_1)\phi(g^{-1}(\gamma_1)) + \rho_1 \gamma_1 (dt) = 0,
\]

which, after some algebra, leads to (22) (see top of next page). By Assumption 1.c, the support of \(\hat{S}_N(\rho)\) is non-increasing, and the fact

\[
\lim_{\rho \to 0} \hat{S}_N(\rho) = 0
\]

and

\[
\lim_{\rho \to \infty} \hat{S}_N(\rho) = 0.
\]

Thus, the above integrals are uniformly bounded on \(\rho\) in a neighborhood of \(\rho_1 \leq \rho\). Taking the limit \(\rho \to \rho_1\), we then have (23) (see top of next page). As \(g^{-1}\) and \(\phi\) are increasing, \(\phi(g^{-1}(\gamma_1)) - \phi(g^{-1}(\gamma))\) and \(\gamma_1 - \gamma\) have the same sign. As the above integrals are uniformly bounded on a neighborhood of \(\rho_1\), we have \(\gamma_1 - \gamma \to 0\), from which we conclude that \(\rho \mapsto \gamma(\rho)\) is continuous on \(I\).

Now, we will show the uniform convergence of the spectral norm of \(C_N(\rho) - \hat{S}_N(\rho)\). Let us fix \(\rho \in I\), and denote

\[
\hat{C}_N(\rho) = C_N(\rho) - (1-\rho)^{-1}\nu_v \left( \frac{1}{n} \mathbf{y}_i^\dagger C_N^{-1}(\rho) \mathbf{y}_i \right)^{1/2} \mathbf{y}_i, \mathbf{y}_j.
\]

After some algebra, we can rewrite

\[
\hat{C}_N(\rho) = (1-\rho)^{-1} \nu_v \sum_{i=1}^n v(d_i(\rho)) \mathbf{y}_i \mathbf{y}_i^\dagger + \rho I_N,
\]

where, for \(i \in \{1, \cdots, n\}\),

\[
d_i(\rho) = \frac{1}{\rho} \mathbf{y}_i \mathbf{y}_i^\dagger C_N^{-1}(\rho) \mathbf{y}_i.
\]

Without loss of generality, we can assume that \(d_1(\rho) \leq \cdots \leq d_n(\rho)\). Then, using the fact that \(v\) is non-increasing, and the fact

\[
A \succeq B \Rightarrow B^{-1} \succeq A^{-1}
\]

for positive Hermitian matrices.
\[(\gamma_1 - \gamma)\rho_1 + \gamma(\rho_1 - \rho) - ((1 - \rho)\phi(g^{-1}(\gamma)) - (1 - \rho_1)\phi(g^{-1}(\gamma_1))) \int \frac{t^2 e(dt)}{\int (1 - \rho)\phi(g^{-1}(\gamma)) + (1 - \rho_1)\phi(g^{-1}(\gamma_1)) + \rho \gamma_1}} = 0 \]

\[(\gamma_1 - \gamma)\rho_1 + (1 - \rho_1) (\phi(g^{-1}(\gamma_1)) - \phi(g^{-1}(\gamma))) \int \frac{t^2 e(dt)}{(1 - \rho)\phi(g^{-1}(\gamma)) + (1 - \rho_1)\phi(g^{-1}(\gamma_1)) + \rho \gamma_1}} \to 0 \]

\[A \text{ and } B, \text{ we have} \]

\[d_n(\rho) = \frac{1}{n} \hat{y}^\dagger_n \left( (1 - \rho) \frac{1}{n} \sum_{j=1}^{n-1} v(d_j(\rho))y_jy_j^\dagger + \rho I_N \right)^{-1} y_n \]

\[\leq \frac{1}{n} \hat{y}^\dagger_n \left( (1 - \rho) \frac{1}{n} \sum_{j=1}^{n-1} v(d_j(\rho))y_jy_j^\dagger + \rho I_N \right)^{-1} y_n. \]

Since \(y_n \neq 0\) with probability 1, we then have

\[y_n^\dagger \left( (1 - \rho) \frac{1}{n} \sum_{j=1}^{n-1} d_j(\rho)v(d_j(\rho))y_jy_j^\dagger + \rho d_n(\rho)I_N \right)^{-1} y_n \]

\[\geq N. \tag{24} \]

Similarly,

\[y_1^\dagger \left( (1 - \rho) \frac{1}{n} \sum_{j=2}^{n} d_j(\rho)v(d_j(\rho))y_jy_j^\dagger + \rho d_1(\rho)I_N \right)^{-1} y_1 \]

\[\leq N. \]

We want to show that:

\[\sup_{\rho \in I} \max_{1 \leq i \leq n} |d_i(\rho) - \gamma(\rho)| \overset{a.s.}{\to} 0. \]

This will be proven by a contradiction argument: assume there exists a sequence \(\{\rho_n\}_{n=1}^\infty\) over which \(d_n(\rho_n) > \gamma(\rho_n) + 1\) infinitely often, for some \(l > 0\) fixed. Let us consider a subsequence of \(\{\rho_n\}_{n=1}^\infty\) such that \(\rho_n \to \rho_1\) (since \(\{\rho_n\}_{n=1}^\infty\) is bounded, such subsequence exists by the Bolzano-Weierstrass theorem). On this subsequence, (24) gives us (25) (see top of next page). Assume for now that \(\rho_1 \neq 1\). Rewriting \(xv(x) = \psi(x)\), we have (26) (see top of next page), where, for \(x > 0\), \(\delta(x)\) is the unique positive solution to the equation

\[\delta(x) = \int \frac{t}{x + \frac{t}{1 + e^{-\delta(x)}}} \nu(dt). \tag{27} \]

The convergence above follows from random matrix tools exposed in the proof of [17, Theorem 1]. Define \((l, e) \mapsto h(l, e)\) as

\[h(l, e) \Delta \int \frac{\gamma(\rho_1) + l}{(1 - \rho_1)\phi(g^{-1}(\gamma))) + \rho \gamma_1} \nu(dt), \]

which is clearly decreasing in both \(l\) and \(e\). Using (26) and (27) and a little algebra, we have that \(h(l, e^+) = 1\) for all \(l > 0\). Furthermore, from the definition of \(\gamma(\rho_1)\), we also have that \(h(0, 1) = 1\). Therefore, \(h(0, 1) = h(l, e^+) = 1\) for all \(l > 0\). Along with the fact that \(e \mapsto h(\cdot, e)\) and \(l \mapsto h(l, \cdot)\) are both decreasing functions, we then necessarily have \(e^+ < 1\). But this is in contradiction with \(e_n \geq 1\) from (25).

Assume now that \(\rho_1 = 1\). Since \(\frac{1}{N} \|y_n\| \overset{a.s.}{\to} M_{\nu, 1} < \infty\), \(\lim \sup_n \frac{1}{\sqrt{n}} \sum_{i=1}^{n} y_i y_i^\dagger \| < \infty\) a.s. (from Assumption 1.b. and [31]), and \(\gamma(1) = M_{\nu, 1}\), from the definition of \(e_n\) we have:

\[e_n \overset{a.s.}{\to} M_{\nu, 1} + l < 1, \]

which is again a contradiction.

It follows that for all large \(n\), there is no sequence of \(\rho_n\) such that \(d_n(\rho) > \gamma(\rho) + 1\) infinitely often. Consequently, \(d_n(\rho) \leq \gamma(\rho) + l\) for all large \(n\) a.s., uniformly on \(\rho \in I\). We can apply the same strategy to prove that \(d_1(\rho)\) is greater than \(\gamma(\rho) - l\) for all large \(n\) uniformly on \(\rho \in I\). As this is true for arbitrary \(l > 0\), we then have \(\sup_{\rho \in I} \max_{1 \leq i \leq n} |d_i(\rho) - \gamma(\rho)| \overset{a.s.}{\to} 0\). By continuity of \(v\), we also have \(\sup_{\rho \in I} \max_{1 \leq i \leq n} |v(d_i(\rho)) - v(\gamma(\rho))| \overset{a.s.}{\to} 0\).

It follows that

\[\sup_{\rho \in I} \left| C_N(\rho) - S_N(\rho) \right| \leq \left\| \frac{1}{n} \sum_{i=1}^{n} y_i y_i^\dagger \right\| \sup_{\rho \in I} \max_{1 \leq i \leq n} |v(d_i(\rho)) - v(\gamma(\rho))| \overset{a.s.}{\to} 0, \]

where we used the fact that \(\lim \sup_n \left\| \frac{1}{n} \sum_{i=1}^{n} y_i y_i^\dagger \right\| < \infty\) a.s., as above.

2) Proposition 1: Since \(\rho \mapsto v(\gamma)\) is non-negative, it is clear that \(\rho\) is indeed in \([0, 1]\). Then, for a couple \((\rho, \rho)\) satisfying (7), the (relative) weights given to the SCM \(\frac{1}{n} \sum_{i=1}^{n} y_i y_i^\dagger\) and the shrinkage target \(I_N\) are the same for \(S_N(\rho)\) and \(R(\rho)\). After trace-normalization, the first result of Proposition 1 follows. Now, since \(\rho \mapsto v(\gamma)\) is continuous and bounded (from Theorem 2), it follows that \(F : [0, 1] \to [0, 1]\) is continuous and onto, from which the second result of Proposition 1 unfolds.

3) Proposition 2: The proof of Proposition 2 makes use of the asymptotic equivalence of \(C_N(\rho)\) with \(S_N(\rho)\) (as given in Theorem 2) and the equivalence and mapping between \(S_N(\rho)\) and the RSCM (as given in Proposition 1). It is known that the RSCM can be optimized with respect to the Frobenius norm, with the corresponding optimal
1 \leq \frac{1}{N} y_n^\dagger \left( (1 - \rho_n) \frac{1}{n} \sum_{j=1}^{n-1} (\gamma(\rho_n) + l) \psi(\gamma(\rho_n) + l) y_j y_j^\dagger + \rho_n(\gamma(\rho_n) + l) I_N \right)^{-1} y_n \triangleq e_n. \quad (25)

\begin{align}
\varepsilon_n &= \frac{1}{(1 - \rho_n) \psi(\gamma(\rho_n) + l)} \frac{1}{N} y_n^\dagger \left( \frac{1}{n} \sum_{j=1}^{n-1} y_j y_j^\dagger + \rho_n (1 - \rho_n) \psi(\gamma(\rho_n) + l) I_N \right)^{-1} y_n \\
&\xrightarrow{\text{a.s.,}} \frac{1}{(1 - \rho_1) \psi(\gamma(\rho_1) + l)} \delta \left( -(\gamma(\rho_1) + l) \rho_1 \frac{1}{(1 - \rho_1) \psi(\gamma(\rho_1) + l)} \right) \triangleq \varepsilon^+ \quad (26)
\end{align}

regularization parameter $\rho^*$ given in Proposition 2 (see, e.g., [17, 27]). With (7), it follows that for $\hat{\rho}^*$ a solution to
\[
\frac{(1 - \hat{\rho}) \psi(\gamma + \hat{\rho})}{\hat{\rho}^2} = \rho^*,
\]
the associated estimator $C_N(\hat{\rho}^*)$ will have (asymptotically) minimal quadratic loss. Similarly to [17, Proposition 2], the second part of Proposition 2 provides a consistent estimate $\hat{\rho}^*$ based on a possible estimate of $\rho^*$, the optimal regularization parameter for the RSCM.

B. Proofs of the results in Section IV

1) Theorem 3: The convergence of the spectral norm of $C_N - S_N$ unfolds from the proof of [19, Theorem 1]. However, the proof of the existence and uniqueness of $S_N$ for $\epsilon$ arbitrary requires additional arguments. To proceed, we make use of the standard interference function framework [32]. Define the real-valued functions $h_i : [0, \infty) \to [0, \infty), (q_0, q_1) \mapsto h_i(q_0, q_1)$ (with $i = 0, 1$) as:

\[
h_0(q_0, q_1) = \frac{1}{N} \text{Tr} \quad C_N \left( (1 - \epsilon) \frac{1}{q_0} C_N + \epsilon \frac{1}{q_1} D_N \right)^{-1} \]

\[
h_1(q_0, q_1) = \frac{1}{N} \text{Tr} \quad D_N \left( (1 - \epsilon) \frac{1}{q_0} C_N + \epsilon \frac{1}{q_1} D_N \right)^{-1},
\]

where $f(x) \triangleq \frac{e^{x}(x)}{1 + e^{x}(x)}$, and where we dropped the subscript $n$ of $\epsilon_n$ for readability. Thus defined, $f$ is onto from $[0, \infty)$ to $[0, \phi_\infty)$, where we recall that $\phi_\infty > 1$. It can be easily verified that $h_0, h_1$ are standard interference functions (see, for example, [19] for details). According to [32, Theorem 2], if there exist some $q_0, q_1 > 0$ such that $h_0(q_0, q_1) \leq q_0$ and $h_1(q_0, q_1) \leq q_1$, then the system of fixed-point equations $h_0(q_0, q_1) = q_0, h_1(q_0, q_1) = q_1$ admits a unique solution $\{q_0, q_1\}$. It therefore remains to find $q_0$ and $q_1$ that satisfy $h_0(q_0, q_1) \leq q_0$ and $h_1(q_0, q_1) \leq q_1$. It is in fact sufficient to show that there exist $q_0, q_1 \geq f^{-1}(1)$ such that

\[
h_0(q_0, q_1) \leq q_0
\]

\[
h_1(q_0, q_1) \leq q_1,
\]

In particular, they should verify conditions of positivity, monotonicity and scalability.

where

\[
h_0(q_0, q_1) \triangleq \frac{1}{N} \text{Tr} \quad C_N \left( (1 - \epsilon) \frac{1}{q_0} C_N + \epsilon \frac{1}{q_1} D_N \right)^{-1} \]

\[\geq h_0(q_0, q_1)
\]

\[
h_1(q_0, q_1) \triangleq \frac{1}{N} \text{Tr} \quad D_N \left( (1 - \epsilon) \frac{1}{q_0} C_N + \epsilon \frac{1}{q_1} D_N \right)^{-1} \]

\[\geq h_1(q_0, q_1).
\]

Consider two cases depending on whether $\epsilon \in \{0, 1\}$ or not. If $\epsilon = 0$, then

\[
h_0(q_0, q_1) = q_0
\]

\[
h_1(q_0, q_1) = \frac{1}{N} \text{Tr} \quad D_N C_N^{-1} q_0.
\]

Taking $q_1 = D_N C_N^{-1} q_0$, we have $h_0(q_0, q_1) \leq q_i$ for $i = 0, 1$. It remains to choose $q_0$ such that $\min\{q_0, q_1\} \geq f^{-1}(1)$ (which is always possible), and the proof is done. Similarly, if $\epsilon = 1$, it suffices to take $q_0 = C_N D_N^{-1} q_1$, with $q_1$ chosen such that $\min\{q_0, q_1\} \geq f^{-1}(1)$.

Assume now that $\epsilon \in (0, 1)$. Let us define $\alpha \triangleq \frac{\psi_{\infty}(x)}{\psi_{\infty}(x) + x}$, where $\psi_{\infty}(x) > 1$. It can be easily verified that $h_0, h_1$ are standard interference functions (see, for example, [19] for details). According to [32, Theorem 2], if there exist some $q_0, q_1 > 0$ such that $h_0(q_0, q_1) \leq q_0$ and $h_1(q_0, q_1) \leq q_1$, then the system of fixed-point equations $h_0(q_0, q_1) = q_0, h_1(q_0, q_1) = q_1$ admits a unique solution $\{q_0, q_1\}$. It therefore remains to find $q_0$ and $q_1$ that satisfy $h_0(q_0, q_1) \leq q_0$ and $h_1(q_0, q_1) \leq q_1$. It is in fact sufficient to show that there exist $q_0, q_1 \geq f^{-1}(1)$ such that

\[
h_0(q_0, q_1) \leq q_0
\]

\[
h_1(q_0, q_1) \leq q_1,
\]

By applying Lemma 1 (see below) with $A = \frac{1}{\alpha} C_N^{-1} D_N$, we can show that

\[
\frac{1}{N} \text{Tr} \quad C_N^{-1} D_N \left( (1 - \epsilon) I_N + \epsilon \frac{1}{\alpha} C_N^{-1} D_N \right)^{-1} \leq 1
\]

\[
\iff \frac{1}{N} \text{Tr} \quad \left( (1 - \epsilon) I_N + \frac{1}{\alpha} C_N^{-1} D_N \right)^{-1} \geq 1.
\]
Combined with (28) and (29), it follows that $q_0, q_1$ verify $h'_i \leq q_i$ if and only if

$$\frac{1}{N} \text{Tr} \left( (1 - \epsilon)I_N + \epsilon \frac{1}{\alpha} C_N^{-1} D_N \right)^{-1} = 1.$$ 

Denote by $a_i > 0$ the $i$-th eigenvalue of $C^{-1} D$. We then have:

$$\frac{1}{N} \text{Tr} \left( (1 - \epsilon)I_N + \epsilon \frac{1}{\alpha} C_N^{-1} D_N \right)^{-1} = 1$$

$$\iff \frac{1}{N} \sum_{i=1}^{N} \frac{1}{1 - \epsilon + \epsilon a_i} = 1$$

$$\Rightarrow \frac{1}{N} \alpha \sum_{i=1}^{N} \prod_{j \neq i} ((1 - \epsilon) + \epsilon a_j) = \prod_{i=1}^{N} ((1 - \epsilon) + \epsilon a_1),$$

where the last equality comes from putting all the terms in the sum on the same denominator, and multiplying by $\alpha N \neq 0$. Finding an eligible $\alpha$ therefore boils down to finding whether the polynomial in $\alpha$ appearing in the last equation has positive roots. Notice now that the leading coefficient of this $N$-order polynomial is $b_N = (1 - \epsilon)^{N-1} > 0$, while the constant is $b_0 = -N \sum_{i=1}^{N} a_i < 0$. As $b_N \times b_0 < 0$, it follows that this polynomial admits (at least) one positive root (by applying the intermediate value theorem). Call $\alpha_0$ such a root. Choosing $q_0$ such that $\min \{ q_0, q_0 \alpha_0 \} \geq f^{-1}(1)$, $q_0$ and $q_1 = q_0 \alpha_0$ will be such that $h'_i \leq q_i$, and therefore such that $h_i \leq q_i$. The existence and uniqueness of $\gamma^*$ and $\alpha$, as given in Theorem 3, unfold.

**Lemma 1.** For $A$ an invertible matrix and $\alpha > 0$, $\epsilon \in (0,1)$, we have the following equivalence:

$$\frac{1}{N} \text{Tr} A ((1 - \epsilon)I_N + \epsilon A)^{-1} \leq 1 \iff \frac{1}{N} \text{Tr} ((1 - \epsilon)I_N + \epsilon A)^{-1} \geq 1.$$ 

2) **Corollary 1:** This is a direct consequence of Theorems 1 and 3, by writing $\tilde{\text{MM}}(\epsilon_n) = \left\| E \left[ \frac{S_N^c(\rho)}{L^\alpha(\rho)} - \frac{S_N^c(\rho)}{L^\alpha(\rho)} \right] \right\|$, where $L^\alpha_n \triangleq v(\gamma^*)(1 - \epsilon_n) + v(\alpha^*)(1 - \epsilon_n) + \epsilon_n$. and using the fact that $\frac{1}{N} \text{Tr} C_N' = L^\alpha_n - L^\alpha_n \frac{\alpha_n}{\epsilon_n} \Rightarrow 0$ and $\frac{1}{N} \text{Tr} S_N' = L^\alpha_n \frac{\alpha_n}{\epsilon_n} \Rightarrow 0$.

C. Proof of the results in Section V

1) **Theorem 4:** As for the proof of Theorem 2, following the framework of standard interference functions [32], it can be proven that the system of equations (19) for $\tilde{\text{MM}}(\epsilon_n)$ admits a unique solution $\{ \gamma, \alpha \}$ for a given $\rho \in \mathcal{R}$, from which the existence and uniqueness of $S_N(\rho)$ unfolds. The convergence of the spectral norm of $C_N(\rho) - S_N(\rho)$ for $\rho \in \mathcal{R}$ is a direct extension of the proof of [19, Theorem 1], adapted to account for the introduction of the regularization parameter $\rho \in \mathcal{R}$.

2) **Corollary 2:** Define

$$\tilde{\text{MM}}(\rho, \epsilon_n) \triangleq \left\| E \left[ \frac{S_N^c(\rho)}{L^\alpha(\rho)} - \frac{S_N^c(\rho)}{L^\alpha(\rho)} \right] \right\|,$$

with $L^\alpha_n(\rho) \triangleq v(\gamma^*)(1 - \epsilon)(1 - \epsilon_n) + v(\alpha^*)(1 - \epsilon_n) + \epsilon_n$. The convergence result is a direct consequence of Theorem 4 and the fact that, for $\rho \in \mathcal{R}$, $\frac{1}{N} \text{Tr} C_N^c(\rho) - L^\alpha_n(\rho) \frac{\alpha_n}{\epsilon_n} \Rightarrow 0$ and $\frac{1}{N} \text{Tr} S_N^c(\rho) - L^\alpha_n(\rho) \frac{\alpha_n}{\epsilon_n} \Rightarrow 0$. The derivation of $\tilde{\text{MM}}(\rho, \epsilon_n)$ is straightforward by expanding

$$\tilde{L}(\rho, \epsilon_n) \triangleq E \left[ \frac{S_N^c(\rho)}{L^\alpha(\rho)} - \frac{S_N^c(\rho)}{L^\alpha(\rho)} \right]$$

$$= \frac{1}{1 - \epsilon}(1 - \epsilon_n) v(\gamma^*) C_N + (1 - \epsilon_n) \epsilon_n v(\alpha^*) D_N + \rho I_N$$

$$- (1 - \epsilon_n) v(\gamma^*) C_N + \rho I_N$$

$$= \frac{1}{1 - \epsilon}(1 - \epsilon_n) v(\gamma^*) + \rho I_N$$

$$= \frac{1}{1 - \epsilon}(1 - \epsilon_n) v(\gamma^*) + \rho I_N$$

$$= E(U(\epsilon_n, \rho) - V(\epsilon_n, \rho)),$$

with $U(\epsilon_n, \rho)$ and $V(\epsilon_n, \rho)$ given in the corollary.

3) **Corollary 3:** The result follows directly by taking the limit of $U(\epsilon_n, \rho)$, as given in Corollary 2.

4) **Computation of $\tilde{\text{MM}}(\rho)$:** In order to compute $\tilde{\text{MM}}(\rho)$ (20) for arbitrary $\rho$, we need to compute $\frac{d\rho}{d\epsilon_n}|_{\epsilon_n=0}$ and $\frac{d\rho}{d\epsilon_n}|_{\epsilon_n=0}$. For this, let us adopt the following notations:

$$A_N^c(\rho) = \frac{1}{1 - \epsilon_n} v(\gamma^*) C_N + \rho I_N$$

$$\gamma^* \triangleq \lim_{n \to \infty} \gamma^* = \frac{1}{N} \text{Tr} C_N A_N^{-1}(\rho)$$

$$\alpha^* \triangleq \lim_{n \to \infty} \alpha^* = \frac{1}{N} \text{Tr} D N A_N^{-1}(\rho).$$

Let us first compute $\frac{d\rho}{d\epsilon_n}|_{\epsilon_n=0}$. For this, we need to differentiate (19) with respect to $\epsilon_n$. We can do so by using the fact that $\frac{dM^{-1}(\zeta)}{d\epsilon_n}(\zeta) = -M^{-1}(\zeta) \frac{dM^{-1}(\zeta)}{d\epsilon_n}(\zeta) M^{-1}(\zeta)$. Taking the limit when $\epsilon_n \to 0$ in the resulting equation, we get (30) (see top of next page). It remains to compute $\frac{d\rho}{d\epsilon_n}|_{\epsilon_n=0}$. It is challenging to find a general expression for $\frac{d\rho}{d\epsilon_n}|_{\epsilon_n=0}$ for an arbitrary $u$ function (since it requires computing $v(x) = u(g^{-1}(x))$, which does not necessarily take a tractable form). However, we can do so for the $u$ functions $u_{\text{Tyler}} = \frac{1}{1 + \frac{t}{\gamma n}}$ and $u_{\text{Huber}} = \frac{1}{\epsilon n} \min\{1, \frac{1 + \frac{t}{\gamma n}}{1 + \frac{t}{\gamma n}}\}$. Assume $\rho > 0$ (for $\rho = 0$ (when possible), we fall back into the non-regularized case). Then, for these two functions, the associated $v$ functions can be approximated by

$$\tilde{u}_{\text{Tyler}}(x) \simeq \frac{1}{c_n} 1 + \frac{t}{\epsilon_n} \frac{1}{1 + \frac{t}{\epsilon_n}}$$

and

$$\tilde{u}_{\text{Huber}}(x) \simeq \left\{ \begin{array}{ll}
\frac{1}{\epsilon_n} \frac{1}{c_n} 1 + \frac{t}{\epsilon_n} & \text{if } x \leq \frac{1}{\rho} \\
\frac{1}{\epsilon_n} \frac{1}{c_n} 1 + \frac{t}{\epsilon_n} & \text{if } x \geq \frac{1}{\rho}
\end{array} \right.
$$

for $t$ small, from which we can deduce $\frac{d\rho}{d\epsilon_n}|_{\epsilon_n=0} = \frac{d\rho}{d\epsilon_n}|_{\epsilon_n=0}$. We can then substitute $\frac{d\rho}{d\epsilon_n}|_{\epsilon_n=0} = \frac{d\rho}{d\epsilon_n}|_{\epsilon_n=0} \times \frac{d\epsilon_n}{d\epsilon_n}|_{\epsilon_n=0}$ in (20). We can proceed similarly for $u_{\text{Tyler}} = \frac{1}{1 + \frac{t}{\epsilon_n}}$ and $u_{\text{Huber}} = \min\{1, \frac{1 + \frac{t}{\epsilon_n}}{1 + \frac{t}{\epsilon_n}}\}$.

Note however that $u_{\text{Huber}}$ is only piece-wise differentiable. In particular, additional care is needed if $\gamma^0 = 1/\rho$. 
\[
\frac{d\gamma}{de_n} \bigg|_{c_n=0} = (1 - \rho) \frac{1}{N} \text{Tr} \left[ A_N^{-1}(\rho) C_N A_N^{-1}(\rho) \left( \frac{\nu(\gamma^0) (1 - \rho) \exp(-\gamma^0 \nu(\gamma^0))}{1 + (1 - \rho) \exp(-\gamma^0 \nu(\gamma^0))} C_N - \frac{\nu(\alpha^0) (1 - \rho) \exp(-\gamma^0 \nu(\alpha^0)) D_N}{1 + (1 - \rho) \exp(-\gamma^0 \nu(\alpha^0))} \right) \right] + \frac{(1 - \rho) \sum_{k=0}^\infty (1 - \rho)^k \exp(-\gamma^0 \nu(\gamma^0))^k}{(1 + (1 - \rho) \exp(-\gamma^0 \nu(\gamma^0)))^2} \frac{1}{N} \text{Tr} A_N^{-1}(\rho) C_N A_N^{-1}(\rho) C_N
\]

(30)
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