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Abstract—We study the design of portfolios under a minimum risk criterion. The performance of the optimized portfolio relies on the accuracy to the estimated covariance matrix of portfolio asset returns. For large portfolios, the sample size is often of similar order to the number of assets, and the traditional sample covariance matrix performs poorly. Additionally, financial market data often involve outliers and exhibit heavy-tails, which, if not correctly handled, may further corrupt the covariance estimation. We aim to address these problems by studying the performance of a hybrid covariance matrix estimator based on Tyler’s robust M-estimator and on Ledoit-Wolf’s shrinkage estimator. Employing recent results from random matrix theory, we develop a consistent estimator of a scaled version of the portfolio risk, based on which, the shrinkage intensity is directly optimized to minimize the risk. Our portfolio optimization method is shown via simulations to outperform existing methods both for synthetic data and for a real market data set from Hang Seng Index.

I. INTRODUCTION

The theory of portfolio optimization is generally associated with the classical mean-variance optimization framework of Markowitz [1]. The pitfalls of mean-variance analysis are mainly related to its sensitivity to the estimation error of the means and covariance matrix of the asset returns. It is argued [2] that estimates of the covariance matrix are more accurate than those of the expected returns. Thus, many studies concentrate on improving the performance of the global minimum variance portfolio (GMVP), which involves only the covariance matrix estimate.

The most often used covariance estimator is the well-known sample covariance matrix (SCM). However, it shows good performance only when the number of samples $n$ is much larger than the dimension of the matrix $N$, or when the underlying multivariate distribution is known to be Gaussian. However, in financial data analysis, often neither of these assumptions holds true. More specifically, covariance estimates for portfolio optimization commonly involve few historical observations of sometimes up to a thousand assets. In addition, the return observations often exhibit heavy-tails and contain outliers [3], which strongly degrade the performance of SCM [4].

The field of robust covariance estimation intends to deal with samples that are non-Gaussian or contain outliers [5–8]. However, classical robust covariance estimators generally require $n \gg N$ and do not perform well when $n \simeq N$. Recent works have therefore considered robust estimation in the $n \simeq N$ regime [4, 9, 10]. In these papers, a hybrid covariance estimator based on Tyler’s robust M-estimation [6] and Ledoit-Wolf’s shrinkage approach [11] was proposed. We shall refer to this “shrinkage-Tyler” estimator as ST for short in the remainder. It is capable to deal with the problems that are high dimensional, non-Gaussian and contain outliers. In [12], the authors show, by means of random matrix theory, that, in the large $n, N$ regime, the estimators [4, 9] are essentially the same and can be analyzed thanks to their proximity to well known random matrix models. An application to Frobenius-norm distance minimization is provided to optimally select the shrinkage parameter in [9, 12]. However, this is suboptimal in terms of minimizing the portfolio risk under the GMVP framework.

This paper aims at designing a novel covariance estimation technique for optimizing large portfolios in the presence of heavy-tailed data or outliers, and under practical conditions in which the number of observed samples is of similar order to the number of assets in the portfolio. This covariance estimation approach is based on the ST estimator with risk-minimizing shrinkage parameter.

To facilitate our new estimator design, we first characterize the out-of-sample performance of minimum variance portfolios based on ST by analyzing the convergence of the achieved realized risk in the double limit regime, i.e., $N, n \to \infty$, with $c_N = N/n \to c \in (0, \infty)$. We subsequently provide a consistent estimator of the realized portfolio risk (or, more precisely, a scaled version of this) that is defined in terms of only the observed returns. Based on this, we obtain our risk-optimized ST covariance estimation, and thus our optimized portfolio design.

The proposed portfolio selection is shown to achieve superior performance over other competing methods in minimizing the realized portfolio risk under the GMVP framework. These results are established through Monte Carlo simulations with samples distributed within the elliptical family, as well as through an example real data test using historical (daily) stock returns from the Hang Seng Index (HSI).

II. DATA MODEL AND PROBLEM FORMULATION

We consider a time series comprising logarithmic returns of $N$ financial assets with $n$ independent and identically
distributed (i.i.d.) observations. It is generated by the following model:

\[ x_t = \mu + \sqrt{\tau_t} C_N^{1/2} y_t, \quad t = 1, 2, \ldots, n, \]  

(1)

where \( \mu \in \mathbb{R}^N \) is the mean vector of the asset returns, \( \tau_t \) is a real, positive random variable, \( C_N \in \mathbb{R}^{N \times N} \) is positive definite and \( y_t \in \mathbb{R}^N \) is a zero mean unitarily invariant random vector with norm \( ||y_t||^2 = N \). It is assumed that \( \mu \) and \( C_N \) are time-invariant. Denote \( z_t = C_N^{1/2} y_t \). We assume that \( \sqrt{\tau_t} \) and \( z_t \) are statistically independent. The model (1) for \( x_t \) is quite general, embracing in particular the class of elliptical distributions, including the multivariate normal distribution, exponential distribution as well as the multivariate Student-\( T \) distribution as special cases. The capability of modeling heavy-tails makes this appealing in simulating financial stock return data [13]. It is worth mentioning that in reality the observed return \( x_t \) may not be i.i.d.; however this assumption leads to tractable design solutions, and it is a commonly used approximation [14].

Let \( h \in \mathbb{R}^N \) denote the portfolio selection, i.e., the vector of asset holdings in units of currency normalized by the total outstanding wealth, such that \( h^T 1_N = 1 \). Then the portfolio variance (or risk) over the investment period of interest is given by \( \sigma^2(h) = h^T C_N h \). Accordingly, the GMVP selection problem can be formulated as the following quadratic optimization problem with a linear constraint:

\[ \min_h \sigma^2(h) \quad \text{s.t.} \quad h^T 1_N = 1. \]  

(2)

The solution to (2) is \( h_{\text{GMVP}} = \frac{C_N^{-1} 1_N}{1_N^T C_N^{-1} 1_N} \), and the corresponding portfolio risk is:

\[ \sigma^2(h_{\text{GMVP}}) = \frac{1}{1_N^T C_N^{-1} 1_N}. \]  

(3)

Here, (3) represents the theoretical minimum portfolio risk bound, attained upon knowing the true covariance matrix \( C_N \) exactly. In practice, \( C_N \) is unknown, and instead we form an estimate, denoted by \( \hat{C}_N \). Thus, the GMVP selection based on \( \hat{C}_N \) is given by

\[ \hat{h}_{\text{GMVP}} = \frac{\hat{C}_N^{-1} 1_N}{1_N^T \hat{C}_N^{-1} 1_N}. \]

The quality of \( \hat{h}_{\text{GMVP}} \), implemented based on the in-sample covariance prediction \( \hat{C}_N \), can be measured by its achieved out-of-sample or realized portfolio risk:

\[ \sigma^2(\hat{h}_{\text{GMVP}}) = \frac{1_N^T \hat{C}_N^{-1} C_N \hat{C}_N^{-1} 1_N}{1_N^T \hat{C}_N^{-1} 1_N^2}. \]  

The goal is to construct a good estimator \( \hat{C}_N \), and consequently \( \hat{h}_{\text{GMVP}} \), which minimizes this quantity.

Note that, for the naïve uniform weighting portfolio diversification rule, \( h = \frac{1}{N} 1_N \). This is equivalent to setting \( \hat{C}_N = I_N \), and yields the realized portfolio risk: \( \frac{1_N^T C_N 1_N}{N^2} \). Interestingly, this extremely simple strategy has been shown in [15] to outperform numerous optimized models and will serve as a benchmark in our work.

### III. Novel Covariance Estimator and Portfolio Design for Minimizing Risk

#### A. Tyler’s robust M-estimator with linear shrinkage

Consider the ST introduced in [4] and [10], which applied the Ledoit-Wolf shrinkage method to Tyler’s robust M-estimator [6]. This estimator accounts for the scarcity of samples, even allowing \( N > n \), and exhibits robustness to outliers or impulsive samples, e.g., elliptically distributed data. It is defined as the unique solution to the following fixed-point equation for \( \rho \in \{ \max(0, 1 - c^{-1}) \}, 1 \}:

\[ \hat{C}_\text{ST}(\rho) = (1 - \rho) \frac{1}{N} \sum_{t=1}^{n} \frac{\tilde{x}_t \tilde{x}_t^T}{\hat{C}_\text{ST}(\rho)^{-1} \tilde{x}_t} + \rho I_N \]  

(4)

where \( \tilde{x}_t = x_t - \frac{1}{n} \sum_{i=1}^{n} x_i \).

Since with probability one, the \( x_t \) are linear independent, \( \hat{C}_\text{ST}(\rho) \) is unequivocally defined with probability one [4, Theorem III.1]. The corresponding GMVP selection is

\[ \hat{h}_{\text{ST}}(\rho) = \frac{\hat{C}_\text{ST}(\rho)^{-1} 1_N}{1_N^T \hat{C}_\text{ST}(\rho)^{-1} 1_N}, \]

with realized portfolio risk:

\[ \sigma^2(\hat{h}_{\text{ST}}(\rho)) = \frac{1_N^T \hat{C}_\text{ST}(\rho)^{-1} C_N \hat{C}_\text{ST}(\rho)^{-1} 1_N}{(1_N^T \hat{C}_\text{ST}(\rho)^{-1} 1_N)^2}. \]  

(5)

Our goal is to optimize \( \rho \) such that (5) is minimum. However, this cannot be done directly since it involves \( C_N \), which is unobservable. Also note that the naïve approach of simply replacing \( C_N \) with \( \hat{C}_\text{ST}(\rho) \) in (5) would yield the so-called “in-sample risk”, which underestimates the realized portfolio risk, leading to overly-optimistic investment decisions [16].

We tackle this problem by obtaining a consistent estimator for a scaled version of the realized risk (5) as \( n \) and \( N \) go to infinity together. Classical asymptotic theory for time series analysis and mathematical statistics typically deals with the case of \( N \) fixed and \( n \to \infty \). However, a double-limiting condition is of more relevance for large portfolio problems, where \( n \) is comparable to \( N \). To this end, we first derive a deterministic asymptotic equivalent of (5) and then provide a consistent estimator based on this.

#### B. Asymptotic deterministic equivalence of the realized portfolio risk

For our asymptotic analysis, we assume the following:

**Assumption 1.**

- a. As \( N, n \to \infty \), \( N/n = c_N \to c \in (0, \infty) \);
- b. The positive random scalars \( \tau_t, t = 1, \ldots, n \) are i.i.d., and \( E[\tau_t] = E[1/\tau_t] < \infty \);
- c. The spectral norm of \( C_N \) satisfies \( \limsup_N ||C_N|| < \infty \);
- d. Denoting \( \lambda_1 \leq \cdots \leq \lambda_N \) the ordered eigenvalues of \( C_N \), \( \nu_N \equiv \frac{1}{N} \sum_{i=1}^{N} \delta_{\lambda_i} \) satisfies \( \nu_N \to \nu \) weakly with \( \nu \neq \delta_0 \) almost everywhere, where \( \delta_x \) is the Dirac measure at \( x \).
We also define $k(\rho) = \frac{1 - \rho}{1 - (1 - \rho)\gamma}$. Define $\alpha$ as the unique positive solution to:

$$\alpha = \frac{1}{n} \text{tr} \left[ C_N \left( \frac{k(\rho)}{\gamma + \alpha k(\rho)} C_N + \rho I_N \right)^{-1} \right]$$

with $\gamma$ the unique positive solution to the equation in $\gamma$

$$1 = \int \frac{t}{\gamma \rho + (1 - \rho)t} \nu(dt).$$

We also define

$$\beta = \frac{1}{n} \text{tr} \left[ C_N^2 \left( \frac{k(\rho)}{\gamma + \alpha k(\rho)} C_N + \rho I_N \right)^{-2} \right].$$

The following theorem presents our first key result: a deterministic characterization of the asymptotic realized portfolio risk achieved with $C_{ST}(\rho)$.

**Theorem 1.** Let Assumption 1 hold. For $\varepsilon \in (0, \min\{1, c^{-1}\})$, define $R_\varepsilon = [\varepsilon + \max\{0, 1 - c^{-1}\}, 1]$. Then,

$$\sup_{\rho \in R_\varepsilon} \left| \sigma^2(\hat{h}_{ST}(\rho)) - \tilde{\sigma}^2(\hat{h}_{ST}(\rho)) \right| \xrightarrow{a.s.} 0$$

where $\tilde{\sigma}^2(\hat{h}_{ST}(\rho))$ is defined in (6) at the top of this page.

The proof of Theorem 1 draws from the asymptotic properties of the ST estimator developed in [12], and follows a similar methodology to that in [16] to derive the asymptotic equivalent of the realized risk. The key challenges lie in first obtaining similar asymptotic properties in [12] with non-zero mean samples, and second, in contrast to [16], adopting the ST estimator instead of the SCM to the risk function, to study the convergence of the risk in the double limit. The details will be included in a full version of this paper.

**Remark 1.** In Theorem 1 as well as the subsequent results, the set $R_\varepsilon$ excludes the region $[0, \varepsilon]$. This follows the same reasoning as that in [12]. The behavior of any solution $C_{ST}(0)$ to (4) in the large $N, n$ regime remains difficult to handle with our proof technique.

C. Consistent estimation of the realized portfolio risk

Theorem 1 enables us to analyze the convergence of the realized portfolio risk in the double-limit regime based on the aforementioned ST. In order to calibrate the shrinkage parameter $\rho$ for optimum GMVP performance, only the available sample data and certainly not the unknown $C_N$ can be used. Denote $\kappa = \int tv(dt)$. Based on observable data only, we can obtain an estimator of a scaled version of the realized portfolio risk, $\sigma^2(\hat{h}_{ST}(\rho))/\kappa$. We begin with the following lemmas that provide consistent estimators of $\gamma/\kappa$ and $\alpha/\kappa$.

**Lemma 1.** Under Assumption 1,

$$\sup_{\rho \in R_\varepsilon} \left| \tilde{\gamma}_{sc} - \gamma/\kappa \right| \xrightarrow{a.s.} 0,$$

where

$$\tilde{\gamma}_{sc} = \frac{1}{1 - (1 - \rho)\gamma} \frac{1}{n} \sum_{t \in B} \tilde{x}_t^T \hat{C}_{ST}^{-1}(\rho) \tilde{x}_t / ||\tilde{x}_t||^2$$

and $B = \{ t : ||\tilde{x}_t||^2 > \xi \}$ with $\xi > 0$ sufficiently small.

The proof of Lemma 1 is largely based on [12, Theorem 1]. The requirement of $t \in B$ is essential. As we adapt the ST to the non-zero mean data by subtracting the empirical mean in (4), the asymptotic results in [12, Theorem 1] need to be treated carefully. They may not hold true for some $\tilde{x}_t$ that contain $\tau_t$ which go to zero in the limit.

**Lemma 2.** Under Assumption 1,

$$\sup_{\rho \in R_\varepsilon} \left| \tilde{\alpha}_{sc} - \alpha/\kappa \right| \xrightarrow{a.s.} 0,$$

where

$$\tilde{\alpha}_{sc} = \frac{1}{\frac{1}{n} \text{tr} \left( I_N - \rho \hat{C}_{ST}^{-1}(\rho) \right) / \kappa} \frac{1}{n} \text{tr} \left( I_N - \rho \hat{C}_{ST}^{-1}(\rho) \right)$$

and $\hat{k}(\rho) = \frac{1 - \rho}{1 - (1 - \rho)\gamma}$. The proof details are omitted here due to space limitation.

Lemma 1 and Lemma 2 provide consistent estimators of scaled $\gamma$ and $\alpha$, with a scale factor $\kappa$. They play an important role in developing a consistent estimator of $\sigma^2(\hat{h}_{ST})/\kappa$, which is provided in the following theorem.

**Theorem 2.** Under Assumption 1,

$$\sup_{\rho \in R_\varepsilon} \left| \tilde{\sigma}^2_{sc}(\hat{h}_{ST}(\rho)) - \frac{1}{\kappa} \sigma^2(\hat{h}_{ST}(\rho)) \right| \xrightarrow{a.s.} 0,$$

where

$$\tilde{\sigma}^2_{sc}(\hat{h}_{ST}(\rho)) = \frac{(\tilde{\gamma}_{sc} + \tilde{\alpha}_{sc}\hat{k}(\rho))^2}{\hat{k}(\rho)\tilde{\gamma}_{sc}} \frac{1}{n} \text{tr} \left( \hat{C}_{ST}(\rho) - \rho I_N \right) \hat{C}_{ST}^{-1}(\rho) I_N / \kappa.$$
A. Synthetic data simulations

The synthetic data are generated i.i.d. by a multivariate Student-\( \tilde{T} \) distribution, where \( \sqrt{\tilde{T}} \) in (1) is a function of a Chi-square random variable \( \sqrt{\chi^2} = \sqrt{d/\chi^2} \). The degree-of-freedom \( d \) is set to 3 and the dimensionality \( N \) is chosen to be 200. The mean vector \( \mu \) can be set arbitrarily since it is subtracted with the empirical mean, having no impact on the covariance estimates. We assume the population covariance matrix \( \Sigma \) is based on a one-factor return structure [15]:

\[ \Sigma = \bb \bb^T \sigma^2 + \Sigma, \]

where the standard deviation \( \sigma \) of the factor is 0.16. The factor loadings \( \bb \in \mathbb{R}^N \) are evenly spread between 0.5 and 1.5. The residual variance matrix \( \Sigma \in \mathbb{R}^{N \times N} \) is set to be a diagonal matrix, whose elements are drawn from a uniform distribution with support [0.1, 0.3] and are fixed throughout the simulations.

Fig. 1 illustrates the performance of different estimation approaches in terms of the realized risk, averaged over 200 Monte Carlo simulations. The risk bound is computed by (3), the theoretical minimum portfolio risk. Comparing with other methods, our proposed estimator \( \hat{C}^o_{ST} \) achieves the smallest realized risk in both cases of \( n \leq N \) and \( n > N \). We omit the realized risks achieved by \( I_N \) as they are uniformly more than 5 times larger than those achieved by other competing methods. Additionally, it is interesting to compare the optimized \( \rho \) of \( \hat{C}^o_{ST} \) and \( \hat{C}_P \). They are both solutions of (4) with \( \rho \) optimized under the metrics of minimizing the risk and minimizing the Frobenius distance respectively. Demonstrated in Fig. 2, the optimal shrinkage parameter varies under different metrics.

![Fig. 1. The average realized portfolio risk of different covariance estimators in the GMVP framework using synthetic data.](image-url)
Finance database to obtain the continuously compounded (logarithmic) returns for the 45 constituents of the HSI over \(L = 736\) working days from Jan. 3, 2011 to Dec. 31, 2013 (excluding the weekends and public holidays).

As conventionally done in the financial literature, the out-of-sample evaluation is defined in terms of a rolling window method. At a particular day \(t\), we use the previous \(n\) days (i.e., \(t-n\) to \(t-1\)) as the training window for covariance estimation and construct the portfolio selection \(\hat{h}_{GMVP}\). We then use \(\hat{h}_{GMVP}\) to compute the portfolio returns in the following 20 days. Next the window is shifted 20 days forward and the portfolio returns for another 20 days are computed. This procedure is repeated until the end of the data. The realized risk is computed conventionally as the annualized sample standard deviation of the corresponding GMVP returns. In our tests, different training window lengths are considered.

We can see from Fig. 3 that our proposed \(\hat{C}_{ST}^{o}\) achieves the smallest realized risk. It outperforms the other competing methods over the entire span of estimation windows considered. The realized risk achieved by \(I_N\) is also omitted here because it is more than 2 times larger than those achieved by the competing methods. When the estimation window is too long (e.g., greater than 320 days), observe that the performance degrades. This is presumably due to a lack of stationarity in the data over such long durations. This is an interesting phenomena worthy of further investigation.

V. CONCLUSIONS

We proposed a novel minimum-variance portfolio optimization strategy, based on employing a robust shrinkage covariance estimator with the shrinkage parameter calibrated to minimize the realized portfolio risk. Our strategy was shown to be robust to the finite-sampling effects as well as to non-Gaussian samples. It was demonstrated that our approach outperformed other competing techniques in terms of the realized portfolio risk both for synthetic data and for real historical stock returns from the HSI.

Fig. 2. The optimal shrinkage parameters of \(\hat{C}_{ST}^{o}\) and \(\hat{C}_{P}\) in the synthetic data simulation.

Fig. 3. Realized portfolio risks achieved out-of-sample over 736 days of HSI real market data (from Jan. 3, 2011 to Dec. 31, 2013) by a GMVP implemented using different covariance estimators.
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